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WHEN PERFORMANCE IMPROVEMENT IS THE GOAL:
A NEW SET OF CRITERIA FOR CRITERIA

JUDITH L. KOMAKI

BARUCH COLLEGE, CITY UNIVERSITY OF NEW YORK

Weitz (1961), aware of the lure of tradition and expedience, urged the identification of
evaluation standards for dependent variables, which he referred to as criteria for criteria.
In this article, five criteria are proposed using the mnemonic SURF & C: the directness
of sampling (S); the responsiveness of the target (i.e., making sure the dependent variable
is under (U) the worker’s control); the reliability (R) of observers; the frequent (F) assess-
ment of the target during the intervention period; and the critical (C) nature of the
target. Together the criteria provide guidelines for what and how targets should be as-
sessed. Their necessity is illustrated in two year-long experiments designed to improve
the preventive maintenance of heavy equipment in the U.S. Marine Corps. Although the
criteria are limited to evaluating dependent variables in field experiments, they are rec-
ommended as the foundation for successful performance efforts in any applied setting.

DESCRIPTORS: performance appraisal, observation, measurement, assessment, de-
pendent variable, target behavior, feedback

In an article entitled ‘‘Criteria for Crite-
ria,’’ Weitz (1961) posed the tantalizing
question of whether our results would be
different if we used one operational defini-
tion rather than another.

If . . . we are evaluating the effective-
ness of two simulators as training de-
vices, would our conclusions concern-
ing the utility of these simulators vary
depending upon whether we chose as
our criterion: the length of time re-
quired on each simulator to reach some
level of performance on the actual in-
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strument itself, the number of errors on
the actual device after N trials on each
simulator, the speed with which a cer-
tain level of performance on the actual
device can be reached, or the perfor-
mance of individuals on the actual de-
vice 6 months after simulator training?
(p. 228)

Weitz argued that the choice of the opera-
tional definition makes a crucial difference.
To make the point, he presented data from
a learning study showing how changing the
target altered the findings and the eventual
interpretation. He concluded by calling for
standards for dependent variables, which he
referred to as criteria for criteria.

Just as we have criteria for selecting res-
taurants (e.g., a rating above 20 for food
quality; see Zagat Survey, 1996) or for iden-
tifying estimators in classical statistical the-
ory (e.g., lack of bias, small variance, linear-
ity), so we can have criteria for selecting
targets. The term target refers to the depen-
dent variable and its operational definition
(Underwood, 1957) or the latent variable
and its manifest measure (Borman, 1991).
Hence, it can refer to training effectiveness
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or operational definitions such as the time
to complete the task, the number of errors,
the speed with which trainees attain a certain
level of performance during training, or their
performance on the job. Target is not re-
stricted to behaviors, but can include the
outcomes of these behaviors as well. Hence,
making errors as well as the errors them-
selves could be considered to be targets.
(Ironically, the areas of criterion measure-
ment and construct validity are plagued with
poorly defined constructs. The term perfor-
mance, for example, is sometimes equated
with outcomes; in other contexts, it refers to
both behaviors and outcomes. Paralleling the
custom in applied behavior analysis, I use
the term target to refer to both.)

In this article, I review the literature in
the fields of applied behavior analysis (ABA)
and industrial/organizational (I/O) psychol-
ogy, pointing out problems with many ap-
praisals of performance. I then propose five
criteria for criteria. To illustrate the necessity
of judiciously identifying both what and
how targets should be assessed, I describe
what I learned from developing targets in a
case study. The last section addresses the
contribution of the criteria to the area of
criterion measurement and ends with rec-
ommendations for future research.

PERSISTENT CRITICISMS

Despite Weitz’s (1961) call more than 35
years ago, researchers in the field of I/O psy-
chology still complain about the quality of
performance appraisals in work settings. In
contrast to tests that Bernardin and Beatty
(1984) characterized as ‘‘careful observations
of actual performance under standard con-
ditions,’’ performance appraisals were de-
picted as ‘‘careless observations of perfor-
mance under unstandardized conditions’’ (p.
128). In their lengthy review, Austin, Villa-
nova, Kane, and Bernardin (1991) portrayed

the construct validation of performance
measures as a ‘‘flat learning curve’’ (p. 215).

Dissatisfaction was also expressed by re-
searchers in applied behavior analysis (Fin-
ney, 1991; Sulzer-Azaroff & Fellner, 1984).
In their memorably titled article, ‘‘Be Still,
Be Quiet, Be Docile,’’ Winett and Winkler
(1972) chided professionals for neglecting
targets that are more educationally relevant.
Weist, Ollendick, and Finney (1991) point-
ed to such dubious practices as basing the
behaviors on convenience or standard prac-
tice, choosing behaviors along erroneous or
irrelevant dimensions, and limiting assess-
ments to self-reports and interviews. In a
comprehensive chapter on direct observa-
tion, Foster and Cone (1986) raised ques-
tions about the observers: Are observers’ def-
initions of targets likely to drift and gradu-
ally change over time? Will their expecta-
tions about who and what they are observing
bias their results?

These criticisms are not limited to aca-
demics. Employees complain as well. Some
have successfully sought compensation in
court (e.g., Price Waterhouse v. Hopkins,
1989), attesting to their charges that deci-
sions can be influenced by an appraiser’s ex-
pectations about the appraisee’s race, gender,
or age rather than the appraisee’s perfor-
mance. After reviewing the litigation in per-
formance appraisal, Cascio and Bernardin
(1981) described their reactions to ‘‘reading
the testimony of company officials in many
of these cases. . . . One gets the uneasy feel-
ing that (a) top management was totally un-
aware of what kind of appraisal system was
in effect at lower levels, or (b) the employer
was well aware of the (illegal) appraisal sys-
tem in use but was unaware of what was
wrong with it’’ (p. 223).

What Is Appraised

A major criticism concerns the quality of
the information obtained about employees’
performance and how these faulty appraisals
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affect the quality of decisions made about
them. Many of the conflicts center around
the appropriateness of the content of the ap-
praisal. Employees at the Internal Revenue
Service, for example, griped about an over-
reliance on easy-to-measure production quo-
tas over less readily quantifiable behaviors
such as the judicious treatment of taxpayers.
‘‘In a numbers-driven organization, people
find ways to meet the numbers. . . . If they
say, ‘You’ve got to collect X amount of dol-
lars in a certain time,’ well, all of a sudden,
the taxpayer becomes subordinate to that
goal’’ (‘‘After Critical Inquiry,’’ 1992, p.
A18).

Some concerned parties go back a step to
ask about the bases for deciding what is ap-
praised: Who should decide? Can one rely
on the expert opinion of subject matter pro-
fessionals, or is it necessary to buttress the
judgments of these esteemed experts with
empirical evidence? If the latter, what type
of validity evidence is required? In the case
of U.S.A. v. City of Chicago (1978), for ex-
ample, employees (designated as U.S.A.)
were concerned about the evidence used in
deciding whom to promote from Job A to
Job B. Employees contended that it was a
violation to use information from only Job
A when there was little, if any, empirical in-
dication of the overlap between Jobs A and
B. In the case of Brito v. Zia Co. (1973), the
court struck down the company’s appraisal
system because there were ‘‘no empirical data
demonstrating that the appraisal system was
significantly correlated with important ele-
ments of work behavior relevant to the jobs
for which the appellants [employees] were
being evaluated’’ (p. 1205). In ruling for the
employees, the court actually specified the
nature of the supporting or validity evi-
dence.

The consequences of choosing an erro-
neous or irrelevant target can wreak havoc.
In Kerr’s (1975) aptly titled article, ‘‘On the
Folly of Rewarding A, While Hoping for B,’’

he presented case after case of administrators
paying off for short-term earnings but hop-
ing for long-term opportunities, and busi-
nesses dispensing rewards for unit perfor-
mance but hoping for overall effectiveness.

How Performance Is Appraised

Another chronic complaint about apprais-
als concerns their method, that is, how the
information is obtained: whether it is col-
lected frequently enough, in what way, and
by whom.

Regrettably, in most organizations, ap-
praisals are done only annually or at best
semiannually. For instance, one third of the
employees in a manufacturing plant reported
on an anonymous questionnaire that their
performance was not evaluated at least once
a year (Landy, Barnes, & Murphy, 1978).
Among the reasons for the isolated appraisals
is what is known as the ‘‘mum effect,’’ that
is, the tendency to keep mum about un-
pleasant messages. Tesser and Rosen (1975)
detailed the ubiquity of this response in
which people, in general, dislike transmit-
ting negative information to a person who
is directly affected by the message. In study
after study, they show that the phenomenon
occurs over a wide variety of ‘‘settings, com-
municators, recipients, messages, and indices
of transmission’’ (p. 200). I/O psychologists
report similar findings, particularly with sub-
ordinates who have performed poorly (Fish-
er, 1979; Ilgen & Knowlton, 1980; Larson,
1986). Bosses were found to minimize, or
even distort, the negative aspects of their
message.

Another concern centers on the appraisers
themselves. Can managers be trusted to ob-
tain accurate evaluations given their some-
times less-than-systematic methods of col-
lecting information and potentially problem-
atic biases? A candid set of interviews with
60 upper level executives vividly suggested
that the unspeakable does happen: Truthful-
ness is not always their foremost concern
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(Longenecker, Sims, & Gioia, 1987). Be-
sides the slants introduced by such factors as
gender, race, and age (Williams, 1997),
many executives admitted that ‘‘political
considerations nearly always were part of
their evaluation process’’ (p. 183). They ac-
knowledged giving ‘‘deflating’’ appraisals to
shock an employee ‘‘to get him back on
track’’ (p. 189) or to show followers ‘‘who
the boss is’’ (p. 189). Some managers con-
fessed to ‘‘inflating’’ the appraisals, not want-
ing to dampen the spirits of an employee
who was belatedly improving or to avoid
‘‘hanging dirty laundry out in public’’ (p.
188). Executives may have a valid point
when they argue that certain appraisals of
employees may be blown out of proportion
when written down or formalized. And po-
litical forces certainly exist in any organiza-
tion. But employees rightfully contend that
these defective appraisals affect the quality of
decisions made about whom to promote,
train, transfer, reward, or discipline.

WHY DO THE
CRITICISMS PERSIST?

Widespread agreement exists that the
quality of performance assessment is critical
in both the ABA (Bellack & Hersen, 1988;
Ciminero, Calhoun, & Adams, 1986; Gold-
fried & Kent, 1972; Johnston & Penny-
packer, 1993) and I/O communities (Camp-
bell, 1990; Cardy & Dobbins, 1994; De-
Nisi, 1996; Dunnette, 1963; James, 1973;
Landy & Farr, 1983; Latham & Wexley,
1994; Murphy & Cleveland, 1995; D.
Shaw, Schneier, Beatty, & Baird, 1995).
Substantial space has been devoted to the
topics of interrater reliability (1977, Vol. 10)
and social validity (1991, Vol. 24) in the
Journal of Applied Behavior Analysis. Behav-
ior-analytic researchers recognize that the
first two steps in any intervention—the spec-
ification and measurement of targets—pro-
foundly influence the later step of modifying

the behavior (Kent & Foster, 1977). In I/O
psychology, performance appraisal is one of
five major areas, and the ‘‘criterion problem’’
is singled out as a central issue. Moreover,
Blum and Naylor (1968) proclaim the cri-
terion as ‘‘basic to all measurement in in-
dustrial psychology. To overstate its impor-
tance would be literally impossible’’ (p. 174).

Expediency Rears Its Ugly Head

So why do the criticisms persist? One an-
swer is the lure of expediency and tradition.
An I/O psychologist with experience in in-
dustry and academia laments that we still
‘‘tend to take whatever criteria are available
or are approved by management’’ (Thayer,
1992, p. 103). Furthermore, a wealth of so-
phisticated indices exist—sales volume, the
number of lost-time accidents per million
hours worked, stock-price performance—
with few if any standards for how to define
them. So strong is the pull of these indices
that the ‘‘Uniform Guidelines on Employee
Selection Procedures’’ (1978) caution against
using an index simply because it is available.

Advice Given Falls Short

Few guidelines. A second reason is that few
constructive alternatives and even fewer
guidelines exist (Foster & Cone, 1986). The
operational definition process, although ac-
knowledged as critical (Bridgman, 1927), is
seldom reported. Bormuth (1970) describes
the process of selecting and creating items as
‘‘intuitive’’ (p. 56). Underwood (1957) la-
ments in his classic research methods text
that he ‘‘knows of no source to which one
can turn which actually evaluates detailed
matters involved in constructing an opera-
tional definition’’ (p. 51). This is still, un-
fortunately, true today. The reports by
McClelland, Atkinson, Clark, and Lowell
(1953), describing how they developed the
Need for Achievement scale, and Pritchard,
Jones, Roth, Stuebing, and Ekeberg (1988),
detailing how they developed the ProMES
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measurement system in the U.S. Air Force,
are memorable in part because of their rarity.

Lack of specificity. Suggestions, although
well meaning, are often found wanting.
Much of the advice is vague. Let us take an
example from the I/O psychology literature.
In attempting to reconcile the overlapping
and intertwined terms of construct-, con-
tent-, and criterion-related validity, Binning
and Barrett (1989) suggested a unifying
framework, including the relationship be-
tween the criterion measure, the perfor-
mance domain, and the underlying psycho-
logical construct domain. In the perfor-
mance domain, Binning and Barrett distin-
guished between outcomes ‘‘valued by the
organization’’ and behaviors that are ‘‘the
means to these valued ends’’ (p. 486), and
they emphasized ‘‘the relevance of this dis-
tinction for criterion development’’ (p. 485).
They went further to identify the procedures
that personnel professionals traditionally use
in deciding which behaviors and outcomes
to include or exclude in the criterion mea-
sures for the job analysis. But they criticized
the ‘‘idiosyncratic’’ use of job analyses and
the ‘‘lack of general principles to guide data
collection’’ (pp. 485–486). Binning and Bar-
rett concluded by noting, ‘‘Perhaps the
greatest advancement for the science of per-
sonnel psychology will come only when the
values driving organizational administrators’
decisions about behavioral science research
are changed’’ (p. 490). Exactly what these
changes should be and how they will affect
what we do, however, remain unclear.

Reliance on evaluation sources. Another
problem is that the advice given sometimes
goes no further than specifying the sources
that evaluate the targets. A case in point is
the newest validity—social validity—pro-
moted by behavior-analytic researchers (Bem
& Funder, 1978; Cone, 1980; Schwartz &
Baer, 1991; Winett, Moore, & Anderson,
1991; Wolf, 1978). They encourage their
colleagues to see whether the implemented

targets (as well as the treatment and out-
comes) have a positive and meaningful im-
pact on the client. To do so, researchers rec-
ommend actively seeking external guidance
to buttress the opinions of professionals. The
two suggested sources are (a) clients or con-
sumers (e.g., mine workers, owners, and the
families and friends of the direct consumers,
as well as the insurance company and tax-
payers and merchants in the community;
Schwartz & Baer, 1991; Wolf, 1978) and (b)
data collected about the target. For the latter,
for example, Green and Reid (1996) gath-
ered ratings from practitioners about their
singular target of ‘‘happiness’’ and assessed
whether they coincided with the observed
indices of their clients. Researchers have also
obtained epidemiological data, connecting a
target such as physical activity with a risk
such as heart disease (Winett et al., 1991).

Yet, sources disagree with one another.
Consumers do not always speak in one
voice, and they sometimes differ with pro-
fessionals. A vivid dispute is portrayed in
Hawkins’ (1991) article on social validity in
which a teacher recommended that a young
mentally retarded man learn to brush his
teeth. His parents disagreed, saying it was
not worth the effort, and had all his teeth
pulled out. Moreover, introducing the JABA
issue on social validity, Geller (1991) con-
tends that there are times when a consumer’s
preference ‘‘should be disregarded for socie-
tal benefit’’ (p. 180). Schreibman (cited in
Geller, 1991) posed the provocative question
of what we should do when

the consumer is wrong? For example, if
we were to acquire data from parents
on the acceptability of a school pro-
gram for developmentally disabled chil-
dren, we might find that the most ac-
ceptable program is one that focuses on
teaching the children to be cooperative
and compliant to demands. . . . Given
that we (as professionals) know im-
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provement in language is a significant
prognostic indicator while compliance
is not, what do we do? (p. 182)

Unfortunately, the answer to her question is
not clear.

A NEW SET OF
CRITERIA FOR CRITERIA:

SURF & C
In response to the persistent criticisms

about the quality of existing targets, I pro-
pose five criteria, referred to (and coined by
Brendan O’Flaherty) by the mnemonic
SURF & C:

S: Are the targets directly sampled rather
than relying on filtered or secondary sources?

U: Are the targets primarily under the
control of workers (or any persons being tar-
geted), responsive to their efforts, and min-
imally affected by extraneous factors?

R: Do independent observers consistently
agree on their recordings and obtain inter-
rater reliability scores of 80% to (ideally)
90% or better during the formal data col-
lection period?

F: Are the targets assessed frequently—at
least 20 and ideally 30 times—during the
period of the intervention?

C: Is there evidence indicating that the
targets are critical for the successful comple-
tion of the task?
When the answer is yes to each of these five
questions, then the target is considered to
meet the SURF & C criteria.

Four of the criteria (SURF) are drawn
from earlier work (Komaki, Collins, & Tem-
lock, 1987); one (C) is discussed here for the
first time. Many of the examples presented
here take place in work settings, but the
standards can be used in virtually any ap-
plied setting.

A Case
To illustrate how and why to use the

SURF & C criteria, I describe two year-long

field experiments. (Year 1 is reported in Ko-
maki & Collins, 1982. Year 2 is detailed
here for the first time.) Because this depic-
tion focuses on my role, I give a first person
account.

The impetus for the studies came from
Marine Corps officers who were concerned
about the preventive maintenance (PM) of
equipment involving the adjusting, oiling,
and replacement of suspiciously worn parts.
Costly equipment breakdowns and replace-
ments were occurring. Previous attempts, us-
ing a quality circle approach, had not been
successful. I proposed using the same three-
step approach I had used in promoting safe-
ty (Komaki, Barwick, & Scott, 1978). A
contract was let through the Office of Naval
Research; the site chosen was the Ordnance
and Motor Transport sections of a battery in
a heavy artillery battalion in a division at a
Marine Corps base camp. In the battery,
there were approximately 115 first and sec-
ond echelon personnel.

The major challenge was the measure-
ment of PM. Although PM had been cited
again and again as a major factor (in this
case) in airline accidents (National Trans-
portation Safety Board, 1994), it had been
difficult to motivate even the most highly
trained work force to do it (Higgins, 1988).
Demonstrations of actual on-the-job im-
provements are rare (Maggard & Rhyne,
1992; Ola d’Aulaire & Ola d’Aulaire, 1986;
Wilkinson, 1968) in part because of the for-
midable measurement problems.

First, PM does not lend itself to tradi-
tional outcome assessments. It is not only
intangible, but also has few immediate out-
comes. Failing to inspect a jeep, for example,
does not directly affect its operation. The
jeep essentially looks and operates the same.
Because supervisors cannot readily tell if PM
has been done properly, short of trailing
each employee constantly, they often end up
relying on paperwork supposedly listing ‘‘re-
pairs that needed to be done a second time’’
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(Bryant, 1995, p. A16). Unfortunately, this
paperwork is one step removed from the
work itself, and tricking the inspectors is not
that difficult. ‘‘ ‘We were really good at . . .
making the paperwork look correct,’ one
former airline employee testified at a Senate
subcommittee, although what really hap-
pened on the airplane might be totally dif-
ferent’’ (Wald, 1996, p. E22). Some man-
agers have been accused of falsifying PM rec-
ords (Cushman, 1992; Salpukas, 1991);
criminal charges were lodged against the
managers of Eastern Airlines for falsifying
maintenance logs (Weiner, 1990, p. 21).

Another contributing factor is the com-
plexity of PM (March & Simon, 1958;
McCann & Ferry, 1979; M. Shaw, 1973;
Thompson, 1967; Victor & Blackburn,
1987). First echelon personnel in the Marine
Corps start the PM chain and inspect the
equipment for deficiencies. Second echelon
personnel stock, order, and replace parts.
Coordination failures are common. For ex-
ample, the driver may find the temperature
gauge inoperative and record its status on
the log, but then fail to turn in the paper-
work to the order clerk. Or the clerk may
obtain the gauge, but then fail to forward
the gauge to the mechanic. Hence, it is often
tricky to determine why, after a month, the
gauge is still inoperative.

Year 1: Developing targets. To obtain ideas
for measuring PM, my colleagues and I
searched the literature (Komaki & Penn,
1982) and talked with on-site personnel.
Finding the traditional PM indicators (as
shown in Table 1) unsatisfactory, we de-
signed three new ones: (a) time utilization,
(b) supervision, and (c) follow-through. We
set up a program that included graduated
goals and a potent consequence: time off
with pay, shown in a previous military set-
ting, in an article by Datel and Legters
(1971), to be among the top-rated conse-
quences. Surprisingly, improvements were ei-

ther short-lived or nonexistent (Komaki &
Collins, 1982).

Year 2: Reevaluating targets. The failure of
Year 1 (and the not-unrealistic fear that my
contract would be terminated) propelled me
to do a reexamination. Among the things I
discovered was that troops were sometimes
ordered to be elsewhere when we collected
data (during scheduled PM times), causing
a problem with responsiveness.

The next year I was able to set up another
experiment in another battery. To avoid
problems with responsiveness, I momentar-
ily considered the completion of PM logs.
The Marines could fill out the logs any time,
and they would therefore be under (U) their
control. The Marines quickly impugned the
accuracy of these ‘‘paper PMs,’’ however, re-
minding me of what the Marines referred to
as ‘‘pencil-whipping.’’ More than one Ma-
rine admitted to filling out a PM log with-
out so much as lifting the hood of the jeep.
What was important, they emphasized, was
not merely reports of deficiencies on the
logs, but accurate reports. Because of the dif-
ficulties in establishing the standard (or ‘‘true
score’’) against which to assess accuracy, I
dreaded developing an accuracy measure.
Given the importance of accurately identi-
fying deficiencies, however, I reluctantly de-
cided on two targets (identified in Table 1):
(a) detected deficiencies: reflecting whether
Marines correctly reported deficiencies, and
(b) follow-through: identifying the action
taken on the detected deficiencies. Only af-
ter considerable field testing and revamping
of the PM logs (as shown in Table 2) was
reliability obtained. Finally, each of the cri-
teria were met:

S: Trained observers went on-site and di-
rectly sampled (S) the outcomes of the Ma-
rines’ work (e.g., the deficiencies reported,
the deficiencies verified, the repairs made,
the parts ordered).

U: The targets were designed to be rela-
tively unaffected by extraneous factors. With
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Table 1
Preventive Maintenance (PM) Targets

Traditional S U R F C Year 1 S U R F C

Deadline rate 1 2 2 ? ? Time utilization 1 2a 1 1 2
Percentage of combat-essential

equipment judged to be inopera-
tive by supervisory personnel.

Mean number of persons on task
each minute, where on task re-
ferred to manipulating equipment
with hands or tools.

Maintenance cost to total operating
cost

NA 2 2 ? ? Supervision
Percentage of time a supervisor was

1 2a 1 1 ?

The expenditure in dollars to main-
tain equipment relative to the ex-
penditure to operate it, an index
primarily used in the private sec-
tor.

present, specifically within 10 m of
the vehicle or gun being worked
on whenever troops were present.

Completion of paperwork/PM logs ? 2 2 1 2 Follow-Through 1 1 1 1 1 1
Completion of forms in which per-

sonnel rate equipment parts as
satisfactory or deficient.

Percentage of items needing attention
that were either corrected or for
which the necessary paperwork
had been processed.

Shop appearance 1 1 2 ? 2
Judgments about tidiness of work

areas.
Written knowledge tests 2 1 1 2 ?
Responses to multiple choice ques-

tions typically given during PM
training.

Note. 1 5 yes, 2 5 no, ? 5 sometimes, depending on the situation, NA 5 not applicable.
a Initially thought to be responsive because workers could be on task whenever they were present during scheduled PM

periods. This assessment was later changed because workers were sometimes ordered to be elsewhere during PM periods.
b Verified refers to the number of deficiencies the trained mechanics found when inspecting the equipment. Reported refers

to the number of deficiencies that first echelon report on the weekly PM Checklists and are in agreement with the verified
number of deficiencies.

c The denominator for follow-through is the same as the numerator for detected deficiencies.

detected deficiencies, for example, a truck
could have 3 or 30 deficiencies. Yet each
Marine could obtain a score of 100% if he
accurately identified all the deficiencies. No
one was responsible for the deficiencies per
se, only for reporting them. Hence, the tar-
gets were considered under (U) the Marines’
control.

R: Reliability was assessed 16% to 18%
of the time during the formal data collec-
tion. For detected deficiencies, the agree-
ment scores ranged from 87% to 90% and,
for follow-through, there was 100% agree-
ment.

F: Data were collected frequently (F): ap-

proximately every other week for a total of
21 to 23 times during a 35-week interven-
tion period in one group and for 15 to 16
times during a 25-week intervention period
in the other group.

C: Data collected by following the PM
chain at the beginning of the year showed
that unless deficiencies were accurately de-
tected, it was impossible to follow through
and rectify them. Over the year, I also dis-
covered that as more deficiencies were de-
tected and more follow-throughs were suc-
cessful, the actual deficiencies, one of the ul-
timate PM goals, declined over time (as con-
firmed by the results of an autoregressive
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Table 1
(Extended)

Year 2 S U R F C

Detected deficiencies 1 1 1 1 1
Percentage of equipment deficien-

cies correctly reported by first
echelon personnel. It is calcu-
lated as:b

reported # of deficiencies
3 1001 2verified # of deficiencies

Follow-Through 2 1 1 1 1 1
Percentage of deficiencies for

which appropriate and timely
action was taken. The actions
could be any of the following:

–repairing or adjusting the item
–ordering the replacement part, or
–processing the paperwork for re-

pair.
If any one of these actions is

taken within a week, follow-
through was considered success-
ful. Follow-through is calculat-
ed as:

# of deficiencies for 
 which action was taken   3 100.creported # of deficiencies 

analysis). These two pieces of evidence lent
credence to the targets being critical (C).

Significant improvements were found,
even though only feedback was provided. A
multiple baseline design across groups was
used. In the Ordnance group, both detected
deficiencies and follow-through significantly
improved when and only when the interven-
tion was introduced, from an average of
26% to 51% and 17% to 76%, respectively.
In Motor Transport, follow-though signifi-
cantly improved from an average of 23% to
54%. For detected deficiencies, there was a
6-week delay in improvements; discussions
with on-site personnel after the 3rd and 4th
weeks revealed a lack of proper supervision.
(This delay instigated my now almost two-
decade-long focus on supervisory personnel,
described in Komaki, 1998.) When the su-
pervisors implemented the originally rec-

ommended procedures, however, perfor-
mance significantly improved from 25% to
60%. (The results of an autoregressive anal-
ysis, based on Gottman’s, 1981, linear mod-
el, essentially confirmed the interpretations
based on a visual inspection of the data.)

The reactions of on-site personnel were
positive. Supervisory personnel rated the in-
tervention as very to extremely effective and
recommended that a similar system be insti-
tuted throughout the Marine Corps. All par-
ties agreed that they had a better idea of the
maintenance effort. One unit supervisor re-
marked that the targets were ‘‘probably as
objective as any evaluation could be.’’

Lessons learned. In retrospect, I can see
how I had fallen prey to expedience again
and again. First, I was drawn to the utiliza-
tion of time and the completion of PM logs
because they were easily and reliably mea-
sured. The former was actually defined in
four words: ‘‘manipulating tools or equip-
ment’’; it entailed no specialized knowledge,
and after a single day the observers obtained
interrater reliability. Second, I delayed using
an accuracy measure during Year 1. I was not
unaware of its importance, but I knew that
I would have to spend 10-fold the time in
order to ensure reliability. As it was, I ended
up spending 2 months negotiating the subtle
but essential additions to 200-plus defini-
tions of items such as brake fluid levels (Ta-
ble 2). Given how tainted my initial choices
of targets had been, I vowed that I would
attempt to articulate criteria that would help
to counterbalance these ever-ready tempta-
tions.

Criteria Indicating What to Measure

To see how the criteria can be used, let us
compare targets that differ in relation to how
well they meet the criteria.

Critical (C). Many targets are chosen ar-
bitrarily without any evidence that the target
is important to the task at hand. This was
definitely the case with time utilization. Un-
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Table 2
Year 2: Detected Deficiencies Data Sheet and Revamped PM Log

Instructions: Check whether each item is satisfactory or deficient.a

Equipment Equipment itemsa Activities (and criteriab) for deficiencies

Howitzer Mounts A. Check night lighting devices for operation and broken wires and
knobs.

B. Check all mounts and counters for proper operation.
C. Check for moisture and mold in counter windows.
D. Check leveling bubble vials to ensure bubble moves, vials are not

cracked, and vial covers are present and movable.
Jeep Clutch and brake pedals A. Ensure pedals operate normally.

B. Check clutch for excessive play (1.5 in. maximum).
C. Check brake for excessive play (0.25 in. maximum).

Goat Brake fluid A. Open master cylinder to check fluid level (can see or touch with tip
of finger, but not filled to top).

Truck Air tank leaks A. Run engine until 90 lb. pressure, wait 30 seconds, press brake pedal.
Check for excessive play (4 in. maximum) or hissing.

Trailer Tire pressure A. Check for proper pressure (25 lb. for jeep trailer, 35 lb. for water and
truck trailers).

a On original PM log (checklist).
b Added as a result of repeated tests of interrater reliability and discussions of disagreements.

fortunately, little if any evidence indicated
that spending time this way would contrib-
ute in a meaningful way to PM. The same
can be said for other often-used PM targets
(shown in Table 1), such as the completion
of paperwork, the appearance of the shop,
and the results of written knowledge tests.

To obtain evidence, I recommend a con-
trasted or extreme groups design (Barron,
1955; Cowan, Conger, & Conger, 1989;
Gilbert, 1978; Meyers, 1972) in which a
group known to possess a certain character-
istic is contrasted with a group lacking it. To
generate safety targets, we watched neophyte
and seasoned employees as each performed
the same operation (Komaki, Collins, &
Penn, 1982). The targets were the specific,
detectable differences between the groups—
in this case, the timing and motion of their
actions. Others use this same strategy to
identify desirable verbal social skills
(Holmes, Hansen, & St. Lawrence, 1984)
and actions that reduce the likelihood of
heart attacks (Bloom, 1988).

Not just any evidence will do, however,

as recent court cases have attested (Brito v.
Zia Co., 1973; U.S.A. v. City of Chicago,
1978). The only acceptable evidence is data
showing that a meaningful relationship exists
between the target and the ultimate goal (or
in the parlance of an I/O psychologist, be-
tween the operational definition and the ul-
timate criterion). Reber and Wallin (1983)
provided an excellent example when they
validated an observational measure of safety.
These researchers collected data for over 3
years on their target and their ultimate cri-
terion of reducing accidents and found that
the target correlated significantly and nega-
tively with accidents. Other investigators, us-
ing the same target, could collect commen-
surate information or cite this article as ev-
idence. Citations about the importance of
safety in general, however, would not be suf-
ficient to show that the target is critical.
Opinions are also not sufficient, no matter
who voices them—the CEO of the company
or your boss—unless he or she bolsters them
with data about the specific target. In this
way, the requirement to provide validity ev-
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idence counteracts the all-too-frequent ex-
pediency that creeps in when choosing tar-
gets.

Under control of workers (U). Another
problem with many targets is their lack of
responsiveness to workers’ efforts. A typical
way of judging PM (as shown in Table 1) is
to look at the status of the equipment (dead-
line rate) or the costs associated with main-
taining the equipment, and then to infer
that PM is faulty if the equipment is down
or the costs high. None of these indices
would meet the criteria of being under
workers’ control because they are influenced
by extraneous factors such as the age, use,
and design of the equipment, the supply and
procurement system, and the state of the
economy.

Is it generally the case that outcomes are
less responsive and that behaviors guarantee
that targets will be under the control of
workers? Not necessarily. Many targets com-
monly used in industry are outcomes: sales
volume, stock prices, and plant productivity.
Because they are often influenced by extra-
neous factors (e.g., merchandise mix, eco-
nomic conditions, bad parts), they are usu-
ally not recommended as targets (Baker,
Gibbons, & Murphy, 1992; Smith, 1976;
Zipser, 1996). Not all outcomes are unre-
sponsive: Detected deficiencies and follow-
through are outcomes. With the latter, I en-
sured that the target would mirror the work-
ers’ efforts when I defined it as one of three
outcomes, two of which were under their
control (Table 1). The important distinction
is not whether the target is a behavior or an
outcome, but whether the target sensitively
reflects a systematic and sustained amount
of effort.

Criteria Concerned with How to Measure

Directly sampled (S). Many targets rely on
indirect rather than direct assessments. Su-
pervisors might rely on secondhand infor-
mation rather than surveying the situation

themselves; for example, instead of seeing
firsthand whether taxpayers are treated fairly,
one might rely on taxpayers making a formal
complaint. Unfortunately, these complaints
are at least one step removed, because even
though taxpayers do not file a formal com-
plaint, it does not mean that they were treat-
ed equitably. Because direct sampling of the
actual behaviors or outcomes has been
shown to result in more accurate and unfil-
tered information (Bernard, Killworth, &
Sailer, 1979–1980; Burns, 1954; Hammer,
1985; Lewis & Dahl, 1976), we recommend
using these indirect indices only as supple-
ments.

Reliable (R). Whether it be the ubiquitous
supervisory ratings or written knowledge
tests, the assessment of interrater reliability
in most work settings is regrettably rare.
When reliability is assessed, agreement is of-
ten unacceptably low. For example, reli-
ability checks of the limited technical in-
spections conducted at my request each
week during Year 1 showed that two tech-
nically competent inspectors who had in-
spected the same piece of equipment within
a 24-hr period disagreed 25% to 50% of the
time.

To meet the reliability standard, reliability
scores of at least 90% for an established
measure and at least 80% for a new measure
(Miller, 1997) must be obtained during the
formal data collection on approximately
10% of the observations. Interrater reli-
ability is typically calculated as a percentage
figure: number of agreements divided by
number of agreements plus disagreements
and multiplied by 100% (for other ways of
calculating it, refer to Foster & Cone, 1986).

To enhance reliability, I conducted tests
of reliability during developmental and
training stages. In order to be considered
trained, for example, each mechanic had to
obtain three consecutive, representative reli-
ability scores of at least 90% or better before
he was ready to collect data formally.
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Conducting reliability checks during the
developmental process provided natural
springboards for ferreting out disagreements
and their bases. These discussions should
not be underestimated. With the Marines,
for instance, disagreements often provoked
questions such as, ‘‘How much play is too
much play?’’ (for the status of brakes). Rath-
er than defending one’s ideas or disparaging
another’s, the focus was on making revisions
so that the new definition captured, in this
case, what constituted a deficiency, and we
restated it in such a way (‘‘1/4 in. maxi-
mum’’) so as to reduce future disagreements
(as shown in Table 2).

Can this process be used to mitigate the
inevitable biases of appraisers, or is it rele-
gated to the arcane world of academia? In
Price Waterhouse v. Hopkins (1989), a classic
case of gender discrimination, substantial
disagreements occurred among partners of
an accounting firm because some differed
about what persons of a certain gender
should and should not do, and because of
different weights some partners placed on
internal matters such as staff relationships
and external matters such as procuring major
contracts for the firm. It is enticing to spec-
ulate what might occur if the partners would
use the test of interrater reliability as the ba-
sis for developing a new appraisal system.
Doing this would no doubt generate discus-
sion about what constitutes performance
worthy for promotion as well as how to
identify various acceptable combinations
that could lead to more uniform evaluations
on the next round.

Interestingly, Baer, Wolf, and Risley
(1968) long foreshadowed these concerns
about observers’ biases when they asked,
‘‘not merely, was behavior changed? but also,
whose behavior?’’ (p. 93). Usually, the as-
sumption is that the appraisee rather than
the appraiser is changing. As Baer et al.
(1968) point out, however, this is not always
the case. Perhaps they would recommend

that a similar approach be taken as a first
step in dealing with bias, an insidious prob-
lem that has found few truly workable and
effective solutions (Eichenwald, 1996; Wil-
liams, 1997).

Frequently assessed (F). Another common
mistake is to appraise too infrequently. I re-
jected one noteworthy candidate (the bian-
nual or annual evaluations) because they
were done only once or twice a year. To use
this evaluation, its frequency would have had
to be increased by 20-fold (an impossible
goal), or the period of evaluation would have
had to be extended to 20 years (which no
one was willing to do).

The recommendation to make assess-
ments at least 20 (and ideally 30) times dur-
ing the intervention period, and before the
intervention is considered a failure, is based
on three considerations. Theoretically, we
know that one of the most straightforward
ways to increase the potency of an interven-
tion is to increase its frequency (Miller,
1997). A review of behavior-analytic inter-
ventions in work settings showed that at
least half of the interventions lasted 8 weeks,
and information was provided in the major-
ity of cases weekly and as often as daily (Ko-
maki, Coombs, & Schepman, 1991). Sou-
thard et al. (1992) found that targets in
which feedback was given more frequently
have been associated with better results than
those with less frequent feedback. Second,
we know that increasing the frequency en-
hances the representativeness of the infor-
mation obtained (Cronbach, Gleser, Nanda,
& Rajarathnam, 1972; Miller, 1997). An ex-
pert on time-series analyses (Gottman,
1981) notes that 175 observations are ‘‘not
excessive’’ (p. 312). Although he admits that
a number this high is not always necessary,
he points out that ‘‘it is an extremely risky
business’’ to be using as few as ‘‘five points
before and five points after intervention’’
(pp. 58–59). Another statistician (R. Mill-
sap, personal communication, April 10,
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1997) stipulates that at least 20 to 30 data
points are necessary to discern trends relia-
bly. Furthermore, the frequency of assess-
ment makes a difference to the persons be-
ing evaluated. Landy et al. (1978) identified
three factors that were related to employees’
attitudes about the fairness and accuracy of
their evaluations: (a) how often the apprais-
als were done, (b) whether supervisors had
pointed out goals that employees should
strive toward to eliminate weaknesses, and
(c) how well the supervisor actually knew the
subordinate’s level of performance and job
duties. Given these considerations, it would
behoove us to ensure that targets are mea-
sured both frequently and reliably.

SO WHAT?

Are SURF & C Criteria Really New?
The answer to this question depends on

your perspective. If you are already meeting
the criteria, have little difficulty identifying
why some targets are better than others, and
think most targets meet the criteria, then
you may not see these criteria as noteworthy.
If, however, you, like me, struggle when gen-
erating appropriate targets, have trouble jus-
tifying your choice, question other persons’
justifications, find fault with many targets,
and think they can be improved, then you
may be more likely to see their value.

One advantage of any set of criteria is that
they ‘‘strive for relevance to principle’’ (Baer
et al., 1968, p. 96), enabling us to go be-
yond specifics. In discussing conceptual sys-
tems, Baer et al. pointed out: ‘‘To describe
the exact sequence of color changes whereby
a child is moved from a color discrimination
to a form discrimination is good; to refer
also to ‘fading’ and ‘errorless discrimination’
is better’’ (p. 96). The same holds for the
proposed criteria. To describe how a target
such as follow-through was operationally de-
fined is good; to refer also to the criteria as
being under control is better. Reference to a

higher order lifts the discussion from idio-
syncratic details about PM to what standards
should be used in judging dependent vari-
ables.

But merely proposing standards is not un-
precedented. A variety of criteria—quantifi-
ability, controllability, relevance, freedom
from bias, reliability, practicality, and discri-
minability—have been suggested by I/O
(Bernardin & Beatty, 1984; DeVries, Mor-
rison, Shullman, & Gerlach, 1980; Fleish-
man & Quaintance, 1984; Kane & Lawler,
1979; Thorndike, 1949) and ABA research-
ers (Daniels, 1989; Gilbert, 1978; Mash &
Terdal, 1981; Sulzer-Azaroff & Fellner,
1984).

Furthermore, little disagreement exists for
any of the standards: directly sampling tar-
gets (Ayllon & Azrin, 1968); ensuring that
targets are under the control of workers
(Bernardin & Beatty, 1984; Daniels, 1989;
Gilbert, 1978); guaranteeing the reliability
of observers (Foster & Cone, 1986; Liebert
& Liebert, 1995; Miller, 1997; Schmitt &
Klimoski, 1991; Selltiz, Wrightsman, &
Cook, 1976; Stone, 1978); ensuring the fre-
quency of data collection (Cronbach et al.,
1972; Gottman, 1981; Miller, 1997); or ob-
taining evidence of criticality (sometimes re-
ferred to as criterion validity data, as iden-
tified in Ghiselli, Campbell, & Zedeck,
1981).

Noncompensatory nature. So is there any-
thing distinctive about the SURF & C cri-
teria? Yes: They work as a group. What this
means is that all of the criteria must be met.
No one criterion can make up for another.
Hence, the high reliability scores of time uti-
lization cannot compensate for a lack of crit-
icalness and responsiveness. This noncom-
pensatory characteristic also assumes that a
target must be sound not only in method
but also in content.

Tailored to performance motivation. Anoth-
er way in which the SURF & C criteria are
unusual is that their boundaries are explicitly
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drawn to be motivational. In fact, they are
tailored to maximize the effectiveness of fre-
quent and positive reinforcement of targets
that are tied to the ultimate goals of the or-
ganization. At the same time, they are also
worker (rather than management) centered.
Criteria such as practicality and inexpensive-
ness, which are oriented toward the target
developer or management, are downplayed
in favor of the person whose target is the
focus: the worker, student, client. For de-
scriptive or taxonomic aims, other standards
such as being mutually exclusive and ex-
haustive (Fleishman & Quaintance, 1984)
are more appropriate. Similarly, when select-
ing employees from a pool of candidates,
discriminability and sensitivity (DeVries et
al., 1980) should rightfully take precedence.
When the goal is motivational, however, the
SURF & C criteria are highly recommend-
ed.

Aren’t We Preaching to the Choir?

Perhaps JABA readers do not need to hear
about these standards, not because any ma-
jor disagreement exists with them, but be-
cause this is not a serious problem. Having
used the SURF & C criteria to critique my
own work, I know I often fell short. In as-
sessing friendliness, for instance, we arro-
gantly assumed that smiling was key (Ko-
maki, Blood, & Holder, 1980). No empiri-
cal rationale was cited, nor was it sought.
Yet, my business school students incisively
asked, ‘‘Where are the validity data?’’ They
even identified empirical data that included
hundreds of critical incidents from custom-
ers of airlines, hotels, and restaurants, pro-
viding evidence from the customers’ point of
view of satisfactory service encounters (e.g.,
Bitner, Booms, & Tetreault, 1990). The ex-
amples ranged from ways in which personnel
handled failures to responding over and
above the call of duty to customers with spe-
cial needs; never once was smiling men-
tioned. Based on data such as these, I would

now change my original and rather naive def-
inition of service.

JABA authors, however, may have fared
better than I. Hence, a graduate student,
Mahmut Bayazit, and I examined 3 years
(1994–1996) of articles about subjects and
settings we are familiar with: employees in
work settings. In critiquing six targets using
the SURF & C criteria, we did not find crit-
icalness to be a major problem. Five of six
met this criterion. Three obtained their own
validity data, sometimes under the rubric of
social validity, and two made relevant cita-
tions to empirically derived standards or per-
tinent data. The most prevalent problem was
frequency. For half of the targets, data were
collected no more than three to four times
during the intervention.

Our assessment, though limited, was
mixed. If we did not look at the frequency
of the measurement, the choir sounded
heavenly. But the SURF & C criteria were
met in only 50% of the targets (Brothers,
Krantz, & McClannahan, 1994; Johnson &
Fawcett, 1994; Shore, Lerman, Smith, Iwata,
& DeLeon, 1995). Although this may not
be considered a serious breach, it indicates
that the choir may be off-key and in need
of some fine-tuning.

FUTURE DIRECTIONS

More reports about what goes on behind
the scenes are encouraged. Wolf, Kirigin,
Fixsen, Blase, and Braukmann’s (1995) arti-
cle, describing how their failure to assess the
satisfaction of key consumer groups severely
hampered their dissemination efforts, is a
noteworthy step in this direction.

An intriguing question concerns the
trade-offs among the steps in the behavior-
analytic approach (Frederiksen, 1982): (a)
specify, (b) measure, and (c) provide conse-
quences for desired targets. Because we often
do not have the luxury of maximizing all of
the steps at once, I recommend empirically
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determining where we should best place our
scarce resources. My prediction is that a
trade-off exists, but there are limits to how
poorly targets can be measured. I predict
that a potent consequence, such as time off,
cannot compensate for a target that is poorly
measured (meeting only the SRF criteria).
On the other hand, I would expect that a
higher quality measure (meeting the SURF
& C criteria) would make up for a lower
potency consequence such as feedback.

Another recommendation is to conduct a
series of experiments documenting the im-
pact of using the SURF & C criteria on the
quality of targets and the developmental
process. As instrument developers use the
criteria, I would expect more discussion
about expedience and the substance of the
targets.

In conclusion, exposing the typically hid-
den operationalization process shed consid-
erable light on the alluring temptations of
precedence and expedience and the prodi-
gious amount of work involved in success-
fully counteracting these pulls. Despite some
naive claims to the contrary (Doran, 1997),
picking target behaviors is ‘‘neither simple
nor unerring’’ (Bechtoldt, 1959, p. 621).
The proposed SURF & C criteria should
help to generate ideas about how to be less
arbitrary in our choices of targets and less
ambiguous about our reasons for selecting
these targets. They also address how and
what information should be gathered, two
of the major criticisms of performance ap-
praisals. In doing this, a more stable foun-
dation is provided for successfully motivat-
ing others. Moreover, striving to meet these
criteria should enhance the quality of the in-
formation we obtain and the decisions we
make, thus bringing us ever closer to the vi-
sion expressed by Baer et al. (1968) of ‘‘a
better state of society’’ (p. 91).
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